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Figure 1: Workflow of VisAugment: (a) extract image elements from few captured data, (b) editing a scene for a task with
VisAugment, (c) reviewing synthesized training dataset with Interactive preview, and (c) training a model with synthesized

dataset and running inference.

ABSTRACT

In machine learning, data augmentation is an important technique
to artificially increase the amount of training data by generating
variations, e.g., geometric and colour transformations. Simple data
augmentation such as scaling and rotation is already provided by
existing tools, but advanced data augmentation such as copy-paste
image composition requires coding. Such composition operations
are difficult to intuitively define in coding environments as typi-
cally there is no visual confirmation of generated images. Therefore,
composition-based augmentations are not frequently used by de-
velopers. To address this issue, we propose a dedicated graphical
tool. Contrary to image operations of standard graphics editors
designed to produce a single image, our tool creates multiple image
variations to be used as training data. The editor allows the user to
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visually and interactively set parameter ranges for transformations,
and quickly review synthesized images based on the parameters.
We report performance evaluations and user studies with machine
learning experts.
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1 INTRODUCTION

Computer vision tasks using supervised deep learning, such as ob-
ject detection and segmentation in images, typically require a large
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amount of training data, i.e., labeled images, to achieve high per-
formance. However, acquiring and annotating hundreds of images
can be costly or unfeasible, for instance, when source data is rare or
expensive. Data augmentation is a common technique used in ma-
chine learning to address this issue, where the amount of input data
is artificially increased by generating slightly modified versions
of the real input images to introduce more variety. Augmentation
is typically achieved by applying simple transformations such as
changing brightness and contrast, cropping, rotating, translating,
and scaling the images. Although these methods are accessible in
common libraries for deep learning [2, 3, 13, 22], the variation of
generated images is limited.

Recent studies have investigated synthesis-based image augmen-
tation using copy-paste image composition and realistic computer
graphic models. These methods generate novel images with syn-
thetic image elements and annotations and increase the variations
of training data beyond simple transformations. They are particu-
larly effective when a limited number of source images is available.
Those techniques have been used in several contexts, including
crop seed phenotyping [28], and cancer detection [31]. In those
kinds of scenarios, augmented images are generated by composit-
ing elements to be detected into source images using computer
programs, i.e. code [28]. This can be hit-and-miss as the devel-
oper cannot easily confirm that chosen parameters are adequate
by visually checking the resulting images. Furthermore, advanced
operations such as image composition are inherently difficult to
specify with code. As a result of this complexity, data augmentation
can be daunting for novices and wrongly used by inexperienced
developers, while more elaborate techniques remain mostly imprac-
tical.

To make such type of advanced data augmentation accessible,
we propose a graphical image editing tool for composition-based
data augmentation that we call VisAugment (Figure 1). The user
interface is similar to that of standard graphical image editors (e.g.,
Photoshop, GIMP, etc.) but while standard image editors typically
produce a single image, VisAugment is designed to generate several
variations of input images, ready to use as training data. Our editor
defines every augmentation parameter, such as translation, rotation,
and scale, within a uniformly distributed sample space with user-
specified range, from which values can be randomly chosen to
generate augmented images.

We developed a prototype of VisAugment and demonstrated
its practical value in a performance evaluation and expert review.
For the performance evaluation, we trained models by augmenting
training data which includes only a small number of target image
elements using our tool. Those models show performance com-
parable to models trained with natural images containing many
more instances of image elements to detect. In a user study, six
machine learning experts used our tool to successfully build neural
network models for detecting tomatoes using only small amounts
of input data. The experts further improved detection performance
by repeatedly editing input scenes and reviewing performance with
a few validation images. In our supplemental material, we show
several application scenarios of the proposed system such as object
counting, stock monitoring, and visual inspection [1].
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2 RELATED WORK

In training machine learning models, image data augmentation
helps avoid overfitting by increasing the complexity and diversity
of training data [25]. Many techniques are used in data augmenta-
tion, including basic geometric transformations such as rotation,
translation, flipping, and cropping. Colour enhancement [19, 32]
and noise injection [20] are also common techniques for such tasks.
Selecting appropriate augmentation techniques and their parame-
ters for a given dataset is not trivial because some operations might
result in unrealistic or useless images (e.g., vertically flipping an
image of a face or choosing cropping parameters that remove the
object to detect). Cubuk et al. proposed AutoAugment that learns
data augmentation strategies and finds effective augmentation oper-
ations for input datasets [5]. Recent extensions of that work further
optimized the operation-finding process [6, 10, 17]. Such simple
augmentations can be used to introduce variety to images in large
datasets, but are limited to a certain type of operations.

Recent work proposed advanced data augmentation techniques
based on image composition, which generate new composite images
from multiple source samples [4, 9, 12, 16, 26, 27, 29]. Datasets can
also be generated from entirely synthetic data, for example using
3D computer graphics [11, 18, 21, 28, 30]. In those cases, variations
are typically defined using code, which can be time-consuming if
parameters have to be manually tuned for machine learning ex-
perts. This may also be a daunting task for domain experts with
little programming experience. VisAugment introduces more in-
teractivity and visual feedback of the augmentations to facilitate
image synthesizing.

3 PROPOSED SYSTEM

VisAugment generates training images by layered compositions of
image elements and is specifically designed for scenarios where
only a limited number of input data is available to train a machine
learning model (e.g., for object detection). Composite images are
created by cutting out elements or objects to detect and pasting
them using different transformations on backgrounds. The tool pro-
vides interactive features to easily specify how those image collages
are generated. Our current implementation supports simple geo-
metric transformations (translation, rotation, scale, and duplication)
of image elements. Other common operations, such as modifying
colours, adding noise etc., can easily be integrated if needed.

3.1 VisAugment

Figure 1 (b) shows a screenshot of the system. It basically works like
a standard image editor. The central area shows the image being
edited. The left panel shows tools, and the right panel shows the
properties of the element being selected. The user starts editing by
importing one or more source image elements into the scene (our
current implementation does not support image cut-out, so extract-
ing image elements to be detected needs to be done beforehand in
another tool such as Photoshop or GIMP). The user can then define
various editing operations for each image element (translation, ro-
tation, and scaling) using mouse dragging or typing specific values
into the property panel.

On of the key features of VisAugment is that each property is
defined as a random variable within a uniform distribution and
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image elements by automatic and semi-automatic processes.

therefore includes a "range" parameter in addition to a “value”. For
example, if the value of a property is 2.0 and its range is 0.5, then the
system assigns random values between 1.5 and 2.5 to the property
when synthesizing images. The user can adjust those ranges either
using mouse manipulations or by typing specific values in the
property panel (Figure 2 (1)). “Depth” parameters are also available
for all image elements to control their “layer order” (whether they
appear in front of or behind other elements).

Another important feature of VisAugment is the spray tool (Fig-
ure 2 (2)) to generate a random number of instances and place them
at random locations. A spray operation is characterized by the im-
age element to position and three parameters: 1) the number of
instances to synthesize, 2) the spray area, and 3) the maximum over-
lap between synthesized elements within that area. If the maximum
overlap is set to 0%, no overlap is allowed, whereas 100% means
that complete overlap is permitted. When synthesizing images, the
system randomly generates the specified number of instances of
the source elements inside the target area, honouring the overlap
settings.

VisAugment supports adding labels to a part or keypoint of an
image object for regression tasks (e.g., to locate a fingertip in a
hand image). This is done by adding a labeled marker to the target
image, as shown in Figure 2 (3). This marker is only used as visual
feedback for the user in the editor and does not appear in the
generated images.

After composition operations have been defined, a "preview"
button can be pressed to show a short preview sequence of images
synthesized with the chosen augmentations. If the user is satisfied
with the results, they can press the "synthesize" button to actually
generate the augmented images with their labels (saved as JSON
files in the COCO data annotation format). The images and labels
can then be used as input data to train a neural network.

VisAugment is implemented as a Unity application running on
Windows 10.

3.2 Preparation of Image Elements

We used automatic and semi-automatic processes to obtain fore-
ground image elements to compose images with VisAugment, as
shown in Figure 2 (4). In the automatic process, we used Rembg to
extract image elements and remove their background [8]. Rembg
uses U? Net [23] as model, which requires less than 5 seconds for
inference on an Intel i5-10300H CPU. We confirmed that the auto-
matic process works well in most cases. We also used the Remove
Background function of PowerPoint for complex cases of image
elements, as shown at the bottom of Figure 2 (4). The interactive
function allows the user to assign foreground and background re-
gions manually and updates the results of removal similar to Lazy
Snapping [15]. With this function, we can quickly extract image
material from complex backgrounds in less than 1 minute.
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4 PERFORMANCE EVALUATION

We evaluated the capabilities of VisAugment to synthesize useful
training data using a public dataset. We are interested in the accu-
racy of models trained with synthetic datasets made from a limited
number of image elements using our system compared to models
trained on 100% natural images. In this evaluation, the authors
prepared data and scene, trained models and analysed the results
on validation data to assess performance in an idealized setting.

4.1 Dataset and Procedure

We chose the Laboro Tomato Big [7, 14] dataset, a small-scale public
dataset that contains manual bounding box annotations for object
detection tasks !. We used this dataset as a single class detection
task that aims to detect different kinds of tomatoes, including green,
half-ripened, and fully-ripened tomatoes. Laboro Tomato Big has
only 353 training and 89 test images. We split the training data into
247 training and 106 validation images, where the average number
of labels (i.e., tomatoes) per an image is 6.67.

In this evaluation, we focused on the potential performance of
object detection models trained with a dataset synthesized using
VisAugment. We use 106 validation images to improve the synthe-
sized training data. The test data was not used in that process. We
first examined the training data and cut out detection targets based
on the associated annotations using PowerPoints and Rembg [8].
Backgrounds and elements that can appear in front of the tomotoes
(e.g. stems and leaves) were also cut out from the training data and
used for synthesis.

We used VisAugment and cut-out image elements to create a
synthetic dataset. We also used the validation data as a reference to
edit the scenes. After training models using the augmented dataset,
we measured their accuracy with validation data and visualized the
detection results. Based on this review, we modified augmentation
operations in VisAugment in order to try to improve the quality of
the generated dataset. We repeated this process 5 times to observe
potential performance increases. We further examined the effects
of the number of cut-out image elements and synthesized training
images.

We used YOLO v3 [24] with a pre-trained model (DarkNet 53)
for learning detection models for all conditions. We followed the
common pipeline in model learning with default data augmenta-
tions (enlargement, random crop, random flip, colour distortion,
and padding) for both synthesized and original datasets. Those de-
fault augmentations always produce different images, even with the
same input. We trained models until loss converged for all datasets
(mean: 273 epochs). We used mean Average Precision (mAP) as eval-
uation metric for this object detection task. For all conditions, we
trained five times with 200 synthesized images and then computed
the means for mAP.

We created five scenes that contain 6, 9, 12, 18, 24 tomato image
elements. Each of the scenes contains an equal number (2, 3,4, 6, 8
tomatoes, respectively) of images of the three different tomato states
(i.e., green, half-ripened, and fully-ripened tomatoes). We used the
Spray tool for tomato elements and obstacles. Each scene had the

!https://github.com/laboroai/LaboroTomato (CC BY-NC-SA 4.0) (Jan. 17, 2023
Accessed)
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same total number of background images and obstacle image el-
ements as the number of tomato image elements. For example, a
scene with 6 tomatoes contains 2 backgrounds, 2 leaves, and 2 stems.
Since tomato element images contained tomato hulls, we also used
the Marker tool for several tomatoes to match the annotated region
with the fruit region of the tomato image, following the labels of the
training data. We also trained 9 detection models from natural im-
ages (original training data) that contain 1, 2, 4, 8, 16, 32, 64, 128, 247
images respectively. For all conditions, we used different images
and trained five times and calculated the mean value of the mAPs.

4.2 Results

Figure 3 (1) shows the results of different numbers of element
images. We confirmed that the detection performance improves as
the number of tomato image samples increases up to 18 images.

We confirmed that the performance of a model trained with the
synthesized images made from a limited number of tomato images
using VisAugment was comparable to that of a model trained with a
larger number of tomato images. Specifically, the mAP score of the
synthesized images obtained from 18 ripe tomato image elements
was comparable to that of 32 natural images containing roughly 200
ripe tomato image elements. This is a significant reduction in the
number of ripe tomato image elements necessary to achieve com-
parable performance. Those results support findings in previous
studies showing that artificial training data contributes to improv-
ing model performance [4, 9], even though synthetic data may look
artificial. We thus confirmed that VisAugment could be used ef-
fectively for machine learning tasks when only a small amount of
training data is available.

5 USER EVALUATION

We conducted a user study with six machine-learning (ML) experts
to determine how VisAugment could assist them in creating and
improving augmented datasets to train better-performing models.
Furthermore, we were interested in the feedback of ML practi-
tioners using a visual and interactive tool to define augmentation
operations instead of using code.

5.1 Scenario

We make two important assumptions for the scenario of the user
study. First, we assume that the user only has a limited number
of source images to train an ML classifier (only a few images con-
taining objects to detect are available). In our scenario, the images
are split into validation data and sample images containing the
objects to detect. Second, we consider the situation where the ex-
perts iteratively improve the quality of the synthesized data using
VisAugment through a trial-and-error process: They start by defin-
ing or adjusting the augmentation operations using the interface,
then they train a model with the generated data and finally they
verify its performance with the validation set. This process is ide-
ally repeated until the results are satisfactory, but for the purpose
of keeping the experiments feasible within reasonable time con-
straints, we limited the study to two iterations, one per day (since
time is required in between to train the models).
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Figure 3: (1) Results of the performance evaluation showing the influence of the number of tomato image samples. (2) Results
of the user evaluation with mAP scores of synthesized datasets for the first and second days. The results on 5 of 6 experts with
image elements from 4 training images outperform the mean of mAP when learning from 4 real images. The red line shows
the mean of mAP scores when learning from 4 real images as shown in (1).

5.2 Setting and Procedure

We recruited experts with a background in machine learning from
our institution to participate in our study. This specific requirement
for expertise in ML resulted in a limited participant pool of six
individuals. Five of the recruited experts had regular experience
with image data augmentation. The user study sessions were con-
ducted remotely via online chat. Each participant was assigned two
tasks, which they completed using VisAugment over the course of
two days. The tasks took approximately 30 to 50 minutes for each
participant to complete per day.

We chose again the Laboro Tomato Big Dataset for the task.
We prepared image elements of detection targets (tomatoes), back-
grounds, and occluding elements (e.g., leaves and stems). We pro-
vided the participants with 12 tomato images (4 fully-, 4 half-
ripened, and 4 green tomatoes), 8 occluding elements (4 leaves
and 4 stems) extracted from 4 training images and 8 background
images. Finally, we selected 8 images to be used as the validation
set. Each participant was provided with the same set of images to
ensure consistency.

We first explained to the participants how to use VisAugment
and asked them to familiarize themselves with the different tools
of the application using several practice tasks, which included im-
porting, placing image elements and backgrounds and defining
augmentation operations. A document summarizing the functions
of the application was provided for quick reference. The exper-
imenter could also be directly consulted for clarifications when
desired. After participants had sufficiently practised, we explained
the main task, which consisted in creating synthesized datasets to
train models for the detection of tomatoes. We asked participants
to try to complete each day’s task within 30 minutes, but this was
not a hard limit.

For the Day 1 task, participants were asked to use VisAugment
to synthesize images from the initial dataset so that a model trained
with those images would achieve the best possible detection per-
formance. Participants could refer to the 8 validation images at
anytime for help. After defining augmentation operations in the

application, 200 synthesized images were created and fed to a neu-
ral network for training. We followed the same training pipeline as
described in Section 4.1. After the model completed training, we
verified its performance on the validation set. We marked the de-
tected tomatoes with bounding boxes and their labels in the images
as reference for the second-day task.

For the Day 2 task, participants reviewed the results of their first
model’s performance and were instructed to modify and fine-tune
the augmentations they had defined previously so that performance
would increase. Specifically, the objective was to try to improve
mAP scores by reducing false detections. After completing the task,
participants reported on their experience in an interview.

5.3 Results

Figure 3 (2) shows the performance results (mAP) of for the two
days. For both days, average mAP is 0.338 (SD: 0.061) and 0.364 (SD:
0.071), respectively. We saw performance improvements from the
first day to the second day for E2, E3, E4, and E6, whereas E1 and
E5 showed no improvement. The average editing times for the first
and second days are 35.5 minutes (SD: 7.99) and 25.17 minutes (SD:
10.45), respectively.

In the performance evaluation, we iteratively improved model
performance by repeatedly setting augmentation operations with
VisAugment, training model and confirming detection accuracy
with the validation dataset. A similar process was used for the
expert-based evaluation, but only with two iterations. In that exper-
iment, 5 of the 6 experts could successfully train better-performing
models by augmenting the 4 training images with VisAugment
compared to using a standard data augmentation procedure using
code only. Those improvements were also achieved with a small
amount of validation data (8 images). Furthermore, 4 of 6 experts
were able to improve model performance from the first day to the
second day. One behaviour that we observed in particular, is that
participants reacted to low detection accuracy for certain types of
tomatoes by increasing the number and coverage of samples gener-
ated for those cases. Similar strategies were used for backgrounds
and images of occluding elements. Some participants noticed that
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small tomatoes? were not detected because such tomatoes did not
appear in the synthesized dataset and so they compensated for that
by adding small tomatoes to the synthesized dataset. Those results
show that VisAugment can be successfully used in a trial-and-error
process to iteratively improve performance.

6 DISCUSSION

In the user study, the experts felt interactive preview and spray
functions in VisAugment were useful for editing synthetic datasets.
Interactive preview allows users to review synthetic images and
their annotations quickly. This is helpful for trial-and-error pro-
cesses of editing synthesized scenes. The Spray tool enables random
placements of detection targets or obstacles in a designated area.
All experts used the Spray tool to place tomatoes, leaves, and stem
in the task. We thus conclude that these functionalities are essential
for interactively creating synthesized training data.

In contrast, the participants mentioned that other functions could
be introduced to VisAugment. For example, experts requested the
interactive generation of color variations such as brightness and
contrast. An expert mentioned that setting variations of image
quality and noise might be effective in increasing the complexity
of the training data. Some experts strongly encouraged developing
a 3D version of VisAugment that randomly places 3D models of
detection targets. We left the development of these functionalities
and the 3D version VisAugment as our future work.

Since our tool is intended to improve performance through iter-
ation, we think that users will learn effective uses of the tool. Five
experts reported that interface operations were not easy for first-
time users. Although all experts successfully created a synthetic
dataset on the first day, the usability of VisAugment leaves more
space for improvements.

When comparing detection performance in the Performance
Evaluation and the Expert Study, we observe a gap, which can be
attributed to the differences in amount of 1) image elements (i.e.,
tomatoes and backgrounds), validation data, and iterations. For the
amount of image elements and validation data, we considered a
scenario in which only very limited training and validation data
were available. The evaluation shows that performance can be im-
proved by increasing the number of image elements. With regard
to the number of iterations, we saw that most experts could in-
crease model performance with just two rounds. Given more time,
we believe further improvements could be achieved with more
iterations.

7 CONCLUSION

We presented VisAugment, a visual interactive editor to help machine-
learning developers define composition operations for data aug-
mentation and the creation of synthetic datasets to train detection
models. In two evaluations we confirmed that models trained with
images synthesized using VisAugment have higher performance
compared to models trained using standard data augmentation
pipelines. Our tool is particularly suited for scenarios, in which
only a small amount of source data is available.

?Laboro Tomato Big Dataset contains only normal tomatoes, but several tomatoes
appear small on images.
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